
Learning From Large 
Codebases: Chapter 1

(part 2)



Prediction algorithm

– input program

– predicted labels



Prediction algorithm



Prediction algorithm



Additional improvements

•Control number of candidates

•Optimization on pairs of nodes



Learning parameters

Our goal:

For every object                           in training set.

– margin function



Loss function

Loss function for one object:

Optimal parameters can be found as:



Projected Stochastic Gradient Descent 



How to compute gradients?



Details

• Lambda and delta are chosen via cross-validation.

•Train set consists of 324,501 files. Test set consists of 2,710 files.

•Train set is collected from GitHub, test set is collected from BitBucket



Results



Typechecking Results



Running times


