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PhD examination program in scientific specialty
1.2.1. Artificial intelligence and machine learning



 1.Scope and normative references
This program was developed in accordance with the Program-minimum candidate

exam in the specialty 1.2.1 "Artificial Intelligence and Machine Learning" and the Passport of
the scientific specialty 1.2.1 "Artificial Intelligence and Machine Learning".

 2. The structure of the PhD exam
Form of the exam:
The exam is held orally..
Duration of the exam:
no more than one hour
The structure of the exam:
The exam is conducted in the form of a conversation in a free form on the selected
examinees two items of the program from part 3 of this Program and on the topic of the
dissertation research of the examinee.

Assessment (points):
The answer is evaluated on a ten-point scale (0 - 10). The final grade is set on a five-point
scale (“unsatisfactory” - “excellent”) according to the following recalculation principle:
"excellent" - 8 - 10 points (on a 10-point scale);
"good" - 6 - 7 points (on a 10-point scale);
"satisfactory" - 4 - 5 points (on a 10-point scale);
"unsatisfactory" - 0 - 3 points (on a 10-point scale).

 3. Content

1.1 Machine learning.
Training simple machine learning algorithms to solve classification and regression
problems. Classifiers. Quality metrics. Ensemble learning. Cluster analysis. Methods
of visualization of multidimensional data in problems of clustering and classification.

1.2 Data mining.
Methods and algorithms for statistical modeling. Method of principal components and
factor analysis. Support vector machine. Principal component analysis.

1.3 Deep learning
Multilayer neural network. Backpropagation. Convolutional neural networks.
Recurrent neural networks. Modeling serial data using recurrent neural networks.
Generative Neural Network Models for Synthesizing New Data: Architectures and
Methods of Learning Reinforcement learning for decision making in complex
environments.



1.4 Computer vision
Image recognition. Classical methods. Motion analysis. Image recovery. 3D
reconstruction. Methods and applications.

1.5 Analysis and recognition of signals. Visualization in data analysis.
Speech recognition. Time series. Models, methods and algorithms. Computer
graphics and virtual reality.

1.6 Automatic text processing
Main problems. Semantic processing of natural language texts. Methods of analysis
of natural language texts. NLP technology. The word summation model.
Transformation of words into feature vectors. Building vectors of words based on
word2vec. Assessing the importance of words. Clearing text data. Isolation of
lexemes. Dynamic Algorithms. Topic modeling with latent Dirichlet placement.
Classification and clustering of natural language texts. Dictionaries of n-grams.
Sentiment analysis of the text. Lemmatization.

1.7 Artificial intelligence
Knowledge representation methods. The logic of statements. Rules of inference. First
order logic. Forward chain and reverse chain of deductive reasoning. Differences
between reverse and forward chain. Reasoning in artificial intelligence. Inductive and
deductive reasoning.
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